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1 The Concept of Measure

1.1 o-algebras

The idea of a o-algebra is a very important concept to introduce the idea of a measurable space.
[WRITE MORE]

Definition 1.1.1 (Topology). A collection 7 of subsets of a set X, or 7 C P(X), is known as a
topology in X if the following conditions are satisfied:

(1) 0,X €.
2 IfV,erfori=1,...,n,then ViN---NV, €.

(3) If @« € A, where A is an index set, then
U Vo €.

Note that this applies to finite, countably infinite, or uncountably infinite unions.
If 7 is a topology in X, then elements of 7 are called open sets in X.

Definition 1.1.2 (c-algebra). A o-algebra on a set X is a collection M of subsets of X, or M C
P(X), such that the following conditions hold:

(1) e M.

(2) If E € M, then the complement E¢ := X \ E of E is also in M. Combined with condition
(1), we have that X € M.

(3) If By, Eo,--- € M, then the countable union

GEiEM-

i=1
A possible interpretation of M is the set of measurable subsets of X.

Definition 1.1.3 (M-measurable Space). The pair (X, M), where X is a set and M is a o-algebra,
is known as a M-measurable space.

Our idea of a measurable space makes sense; we ought to be able to assign a measure to each
element in M; we must include the empty set and thus its complement, X. Moreover, If we know
the measure of a set, then we also want to know the measeure of its complement, and therefore
have that the complements must also be in M. Lastly, we want to ensure closure under countable
unions. By DeMorgan’s laws, we see that this implies closure under countable intersection as well.
The stipulation of (3), we essentially are saying that if we can construct a set A C X by taking a
countable union, then there ought to be a well-defined measure assigned to it, even if it is infinite.

Indicated by the name, a c-algebra has an algebraic structure, in its closure under the two
operations of union and intersection. However, these o-algebras themselves also form a o-algebra
under intersection.

Lemma 1.1.1 (Intersection of o-algebras). Let M, be a (possibly uncountable) collections of o-

algebras on X, and aw € A. Then
M M.

a€cA

is also a o-algebra.
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Proof.
1. Clearly, ) € M, for all a.
2. Morever, if £ € NM,, then E € M, for all « = E° € M, Ya = E¢ € NM,,.

3. Lastly, suppose Ei,Es,--- € NM,. Then Ei, Es,--- € My Va = UXE;, € M, Va =
U?ilEq; € NM,.
O

Analogous to how groups can be generated, we can also define a procedure to generate o-algebras.

Definition 1.1.4 (Generation of o-algebras). Let F be a subset of P(X). Then we define the
o-algebra generated by F to be the intersection of all o-algebras that contain 7. We denote this
construction as (F).

Similar to generating groups from sets, this is the smallest o-algebra which contains F. That is,
if F C M, then (F) C M.

Lemma 1.1.2. The set (F) is the smallest o-algebra containing F.

Proof. We already proved that (F) is a o-algebra, which clearly contains F. Now we show that it
is the “smallest” in the above sense. Note that the existence of such a smallest set is proved by
construction.

Let M be the smallest o-algebra containing F. Then we need to show that (F) = M. Clearly,
(F) contains F, so M C (F). Conversely, we know that M is a o-algebra containing F. Then
(F) € M since M is included in the intersections. Therefore, M = (F).

Moreover, this construction is unique. O

This leads us to the most important o-algebra.

Definition 1.1.5 (Borel o-algebra). Let (X,7) be a topological space. A Borel c-algebra is the
algebra generated by the open sets of X, or 7. That is,

Thus, given a set X, a Borel o-algebra will contain the open sets of X, the closed sets of X, as
well as the countable unions of closed sets (known as F, sets), and the countable intersections of
open sets (known as G, sets), the countable intersections of F,, sets, and so on.

If the topology is clear, we can also create this desctiption with a metric space (X,d). All we
really need is the concept of an open set. The Borel o-algebra in a sense contains the topology 7
and encapsulates in a natural manner the sets we wish to measure.

1.2 Measures
Definition 1.2.1 (Measure). Let (X, M) be a measurable space. A map
2 M — [0, 00]
is called a measure if the following conditions are satisfied:
(1) () =o0.
(2) Let {Ex}72, be a sequence of sets, and E; N E; = () if i # j. Then

1 (U Ek) = ul(Er).
k=1 k=1
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The first principle seems very reasonable; since the empty set will always be a part of any o-
algebra, we ought to define its generalized volume to be 0. What condition (2) gives us is a way to
combine volumes in a reasonable manner. Moreover, since the infinite union of sets is still in the
o-algebra, then this is the most natural condition to impose on any set expressed as a countable
union of sets.

Definition 1.2.2 (Measure Space). Let X be a set, M be a o-algebra, and u be a measure. Then
the tuple
(X, M, )

is known as a measure space.
Example. Let X be a set, and M = P(X). For a set A € M, we can define the counting measure
#A #A<
w(A) = .
oo  H#A=00

Clearly, this satisfies the properties of a measure, since the empty set has zero elements, and for
finite unions, the measure of the union is the sum of the measures. For infinite unions, then this u
clearly gives us oo.

Example (Dirac Measure). We call the Dirac measure for an element p € X to be
1 peA
6p(A) ==
0 p¢A

where A € M. A way to think of this is like a point charge in physics, where the total charge
enclosed in a surface depends only on whether or not the charge is contained in the surface.

Note how this idea is distinct from a metric space. Next, we wil consider some key properties of
measures.

Theorem 1.2.1. Let (X, M, 1) be a measure space. Then the following are true:
(1) (MOHOtOHiCity.) If E17E2 € M and E; C EQ, then /L(El) < ILL(E2)
(2) (Countable Subadditivity.) If Ey, Ea,--- € M, then

(3) (Continuity from below). Suppose we have an increasing, exhaustive sequence of measurable
sets, given by F1 C Fs C F5 C ... and such that UE,, = E. Then

lim pu(E,) = pu(E).

n—oo

(4) (Continuity from above). Suppose we have the decreasing sequence such that Fy O Ey D ...
and NE, = F and p(E;) < co. Then

n— oo

Definition 1.2.3 (Finite Measure). A measure p is said to be finite if

o0
3By, Ea,..., |J En=FE: u(E,) <o, VneN.

n=1
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1.3 The Lebesgue Measure

Our aim has been to construct a measure satisfying some nice properties in R?:; those of satisfying
intuitive notions of “volume” and translation invariance, in addition to the properties of a measure.
Formally statesd, we want to satisfy:

(1) The measure of a box characterized by a vector = (z1,xa,...,zq) is p(z) = Hle x;, and
(2) the measure of a set E is invariant under translations: p(v+ E) = u(FE) for any vector v € R,

Ideally, we would like to construct a measure on all of P(R) satisfying (1) and (2). However, we
will now show that a meaningful measure cannot be constructed on the entire power set.

Theorem 1.3.1. There is no measure y satisfying properties (1) and (2) on all of P(R).

Proof. Let p be a measure such that p([0,1]) < co and satisfying property (2). We will prove that
the only such measure is the trivial measure (i.e., u = 0), so that property (1) won’t be satisfied,
completing the proof.

We can partition the reals into cosets of Q. We create the quotient group R/Q ={z+Q:z €
R}. This means that the cosets partition R, and each is dense in [0, 1], so each coset [FILL IN
DETAILS] O

1.4 Measurable Functions
Definition 1.4.1 (Measurable Map). Let (€1, M) and (€22, M3) be measurable spaces. A function

f : Ql — QQ
is measurable with respect to My, My if f~1(E) € M, for all E € M.

If we recall our motivations for developing a theory of measures, we can see why such a formulation
might be useful. Consider a function that is 1 on the interval [0, 1], and 0 otherwise. Then we want
to find the set F that is sent to 1 under f; that is, f~'({1}). Then the integral will simply be
w(f~1({1})), since u(E) can be thought of as the “volume.” Therefore, the preimage f~1({1}) must
be in the sigma algebra.

Example. Let (©, M) be a measurable space and let (R, B[R]) be another measurable space. We
can define an indicator function xg : @ — R for an arbitrary set £ € M:

XEe(w) = {(1) z;g

For all measurable F, this is a measurable map; since if we look at the preimages, X;Jl(@) = 0,
xg (R) = Q, xz'({1}) = E, and x5 ({0}) = E°. However, since £ € M, then we know that
E¢ € M. Therefore x g is a measurable function for measurable E.

Theorem 1.4.1 (Composition of Measurable Maps). Let f : (Q1,M;1) — (Q2,M3) and g :
(Q2, M3) — (03, M3) be measurable functions. Then the composition

(gof):h —Q
is M1, M3z-measurable.

Proof. We have that (ho f)~1(E) = f~1(h~1(E)). Since h is a measurable function, h=1(E) € Ma.
Similarly, since f is a measurable function, then f~1(h=1(E)) € M; for all E € M. O
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2 Integration

2.1 Integrating Nonnegative Functions

In order to construct the integral, we must first define the notion of partitioning the set into mea-
surable parts.

Definition 2.1.1 (M-partition). Let M be a o-algebra on X. An M-partition is a finite colllection
of disjoint elements A; of M such that A; U---U A4, = X.

The way we will build the integral is by defining the integral for a special class of functions,
known as “simple functions.” These are very nearly like step functions and should be reminiscent
of upper and lower Riemann sums.

Definition 2.1.2. Let (X, M) be a measurable space. Let A;,...,A, e M. If f: X - Risa
measurable funcition expressible as

f@) =Y ai xa(a)

then f is refered to as a simple function. This representation may not be unique.

For instance, the Dirichlet function is a simple function, expressed as 1 - xq(z) 4 0 - x(r\q)(Z)-
Note that simple functions differ from step functions in that the A; don’t have to be unbroken
intervals [a, b]; they need only be in the o-algebra.

Definition 2.1.3 (Lower Lebesgue Sum). Let (X, M, 1) be a measure space. Let f: X — [0, 0]
be an M-measurable function and let P be the M-partition Ay,..., A,. Then we define the lower

Lebesgue sum to be
n

L(f,P) =D m(Ai)inf f.

i=1

As we get a finer and finer partition, the value of £ only increases, analogous to how the lower
Riemann sum increases monotonically with each refinement. Therefore, we can now define the
integral:

Definition 2.1.4 (Integral of a Nonnegative function). Let (X, M, ) be a measure space. Let
f X — [0,00] be a Nonnegative M-measurable function. Then the integral of f with respect to u
is

/fdu = sup{L(f, P) : P is an M-partition of X}.

2.2 Convergence Theorems

Theorem 2.2.1. Suppose that f, — f almost everywhere, and |f,(x)] < M almost everywhere,
and pu(E) < co. Then
lim fn:/ lim f,.

Proof. The equation is true (trivial) if the convergence is uniform, since

/ 1 = ful < suplf — fulul(E)
E E
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and since the measure is finite and the supremum goes to 0, then this is true. By Egorov’s theorem,
we know that convergence is almost uniform, except on a set of arbitrarily small measure. Consider

[t=n=[ =0+ [h-1

The first goes to 0, and the second term is 2M u(B). Then this goes to zero since it is arbitrarily
small. O

Recall the “enemies” from before. These are functions which are unbounded on small sets, sets
such that the domain has infinite measure. Suppose we are given a fixed positive function g > 0,
and the integral of g is finite. Then we can make two observations:

(i) For all € > 0, 30 such that
,u(F)<5:>/g<5.
F

so g controls (1), since things can go wrong only on small sets.

/ g<e
B%(0)

where B%(0) is the complement of the open ball centered around a point.

(ii) For all € > 0, 3R > 0 such that

Suppose we take any function that goes all the way up to infinity, like 1/22. The only redeeming
quality is that it is integrable :
/ g < oQ.

After restricting it, we have a bounded function on a bounded set. This is because since for any
integrable function we are approaching it from below, then we can get as close to it as we want, but
with a bounded function which is supported on a compact set.

Theorem 2.2.2 (Fatou’s Lemma). Let f,, > 0. Then

/lim inf f,, <lim inf/fn

Supose that f,, — f almost everywhere. Then the liminf f,, = lim f,,. Then we have that

/ lim f,, < liminf / fn

Suppose f,, > 0 and f,, approaches f from below (i.e., monotonically). If we approach things in
a monotone fashion, then
/limfn = lim/fn
which trivially follows from Fatou’s lemma.
Proof. We have that f,(x) < f(z). Thus
iimsup [ fuo) < [ f(a)

Thus from Fatou’s lemma, then

/f(x) gliminf/fn(m).
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Then we conclude that

timsup [ f,(0) < [ £(o) < timin [ £, (2)
From which we get the desired result. O

Theorem 2.2.3 (Dominated Convergence Theorem). Suppose f,(z) be such that f,, — f almost
evertwhere, and let g be a function such that

| fr(2)] < g()

/g(x) < 00.
lim/fn :/limfn.

These different types of convergence are here in order to make a more complete picture.
Having covered the space L', we can now talk about the space LP.

and

Then

2.3 Modes of Convergence

2.4 LP Spaces

We will first start with the set Loo, since it is defined differently. We would like this space to be the
set of all bounded functions; however, we know that there may be sets of measure zero on which the
function may be unbounded. Then we want to define the essential supremum of a function to be

ess sup f == inf {a: p(f~"(a,00)) = 0}.

Then over a domain D, we define the space L*°,

1flloo = ess sup,ep | ()]
We now need to prove that this is indeed a norm.
1. Clearly, || fl|,, =0 < f=0a.e,
2. Moreover, by the triangle inequality, || f + gl < [|f]loc + 119/l o
3. Lastly, we know that we can multiply by scalar constants.

However, from the criteria of the |||
convergence.

Consider the sequence of functions f, = g, almost everywhere, where |g,| < M. We can do
this to bound the set everywhere on a set of measure zero. These g,’s can be thought of as being
representatives on the class of functions. Then because of this bounded condition, g, — g uniformly
for z € D. Then we have that

we can say that this norm is analogous to uniform

00?

sup |gn —g| =0
€D

where we don’t need to use the essential supremum since we define g to be 0 whenever f is unbounded,
and equal to f otherwise.
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25 [Pforp>1
We can define the norm on L?(FE) to be

1/p
T ( / Ifl”fx> .

The only thing that is not yet clear is why is this a norm? It is a norm by a simple fact, elucidated
by the following problem. Consider

P
fla) = az— =
p
This function has a maximum value:
|
Py p
Therefore, we get the inequality
P a?
laz| < — + —-
p p

This is a generalization of the arithmetic and geometric mean, where p = 2.
Given f,g € L?, we can consider the product of the numbers

@ @) _ 1 (1@ 1 (1@
171, Tal, = » ( I, ) Ty ( ||g||p)

If we integrate these functions, we get the inequality

1
T ] @l <

Which implies the following general case of

Theorem 2.5.1 (Holder). For f,g € LP,

/ F@lla@)] < 11, lgll

We want to show that this is a norm.
Proof. 1. If || f||, =0, then f = 0 almost everywhere by the properties of integrals.
2. Next, we also have that [[Af[|, = [A[[|f] ]

3. Lastly, we just need to show the triangle inequality. We have that
[1s+ar=[1£49r1r g
< [17+g 1081+ la)
< [1r+altisi+ 1 +gr
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Then from Holder’s inequality, this question is the same as asking if f € L?, then is |f + g| in
p’. We have that p’ = p/(p — 1). We can raise the sum to the power p’ to get |f + g|’. Then
if we apply Holder to those terms,

p—1 p—1
[1849P <117+ ol 15+ 9177 Nl
Then we have )
1f+ gl < 17+ gl (171, + llgll, ) -

From which we get the desired result.
O

Is there a relation between functions for different p’s? Asuume that (D) = co. What does it
mean for a function to be in f € L!'? It means that it has a finite integral.
From Hélder’s inequality, if the measure of the domain is finite, then

If1l, < (@) |11,

then we have that
LP C LY, q<p.

Theorem 2.5.2 (Riesz). G

2.6 Product Measure and Fubini’s Theorem

The principal goal of Fubini’s theorem is to be able to t

Given two spaces X and Y, we can construct a measure on the set X x Y. Ideally, given measure
spaces (X, My, u) and (Y, M2, v), we want to construct a measure space (X x Y, M, \) with the
measure A = u X v. If you recall the construction of the measure on the real line, we began with the
semialgebra, and then extended the measure from that onto the whole space by showing that the
measure was countably additive. Therefore,

Definition 2.6.1 (o-finite). A measure space (X, M, i) is said to be o-finite if X can be expressed
as the countable union of sets of finite measure.

If we consider the semialgebra for X and Y respectively, we worked with half-open intervals of
the form (a, b]. Thus, in our new set X x Y, the semialgebra of choice is the set of rectangles R, of
the from (a,b] X (¢,d]. This is indeed a semialgebra, since

1. The intersection of two rectangles R; and Rs is also a rectangle, and
2. The complement of a rectangle is the countable union of rectangles.
The only thing left to show is that we have countable additivity of the measure .

Claim. The pre-measure X is countably additive on the set of rectangles. That is, if A x B € R,
and A X B =U;>14; x B;, then

AMAx B) =Y MA; x By).

i>1
Proof. If the hypothesis holds, then we have that

B= U{i:zeAi}Bi

10
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and so v(B) = Y v(B;). Then v(B)xa(z) = >~ ¥(Bi)xa,(x) since the function x4(x) can be
expressed as a sum of disjoint subsets of A. Therefore, we can take the integral:

/ V(B)xa, (@) dp = / S u(B)xa @) di= 3 / v(B)ya,(x) du

i>1 i>1

which holds by the MCT. Therefore, if we integrate with respect to the measure p,

MA x B) = Z#(Ai)V(Bz‘) = Z)\(Ai x Bi)

i>1 i>1
as desired. O

Then suppose E € R,s, which is the set of all countable intersection and unions of rectangles.
Then we define the slices of E to be:

EV={xeX:(x,y) eE}CX
E°={yeY:(z,y) e E} CY.

The slice E* corresponds to holding x fixed, and sweeping along the set Y. This is so, since if
E =U;R; € R,, then xge«(y) = sup, xr,(z,y) = sup; Xrz(y) is v-measurable. This is because the
supremum for measurable sets is always measurable. Similarly, F' € M;E; € Rys, then xp- (y) =
inf; xg, (,y) = inf; xp= (y) which is measurable by a similar argument.

We may prefer to think of slices as some infinitesimal over which we can integrate. Indeed, for
E € R,, we have E = U;>1A; X By and v(E®) = .o, v(B;)xa,(x). Then

| S vBoxa el = Y v(Bu(a) = AE)

i>1 i>1

since A is countably additive. Thus, what we have shown is that we can do iterated integrals on an
R, set.

Next, we can consider R,s sets. We can iterate integrals on these by using the dominated
convergence theorem. If we are taking intersections of sets (recall this is what the “4” means), then
we are dominated by the first set, or the largest one. We consider our set F € R,s, given by the
decreasing sequence E = lim; E;, F; € R,;, and E; D E;4;.

Now if the measure A\(E) < oo, we can select the largest set in the decreasing sequence such that
A(E1) < co. Then immediately, our integral is dominated by this. But since it is measurable,

/Z/(Em)d,u = lign/V(E'f)d,u = li;rn AME;) = ME)

since each F is an R, set, and the dominated convergence theorem.
Now take any measurable set E. Then E can be written as a disjoint union F' U Z, where
ANZ) =0, \M(F) = A\(E), and F € R,s5. Then we can write

/Z/(Ex)d/,é = /V(F:”) +v(Z%)dp = /I/(F)du = AF) = \E).

Now that we have proved this for any measurable set, we know that this ability to integrate holds
for simple functions which are compactly supported:

N N N
/Z%‘V(Ei)dﬂ = Z/aiy(Ef)du = Zai)\(Ei).

11
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Invoking littlewood’s principles, any measurable function can be approximated by functions whose
support is a set of finite measure. Here is where we need the definition of o-finiteness. If u and v
are o-finite, then we can extend our result for simple functions to positive measurable functions, by
approximating these functions by increasing sequences of simple functions which are zero outside of
a set of finite measure. Then because of the monotone convergence theorem, if

f= lim Y a;nA(Ein)

N—o0

then
N

N
I\}Pooz/awxﬁ(gg)du:/]\}ErlOOZaiu(Ef)dM:/fzdu.

(3

Then we can state the result of Fubini:

Theorem 2.6.1 (Fubini). Let (91, X, ) and (Q2,Y,v) be o-finite measure spaces, and let (; x
02, X x Y,\) where X := u x v. Then if if f € L! with respect to the product measure \,

Jo ([ )= [ (] san)

There is a difficulty in the above theorem; it may be difficult to verify that f € L' with respect
to the product measure. However, there is a way around it; we can take f to be a positive function,
and so we do not get any cancellations. Therefore, infinite integrals are allowed. That is the essence
of Tonelli’s Theorem:

Theorem 2.6.2 (Tonelli). Suppose f > 0. Then

/X(/deu)dMZ/Y(/deu>dl,_

Note that the integrals may be infinite.

If f is not positive, we can check if

/X (/Y f(fc,y)|du) dt < oo.

Then if this holds, we know we can use Fubini’s Theorem.
Now suppose we are given a positive function f : X — R. If we look at the integral

/f(a:)d,u(x) = /u ({x: f(x) > t})dt.

However, this result comes out of Fubini’s theorem:

[ t@duta) = [ ( / " dt) duta) = [ [ #(#) ~ 1) dta

Where the Heaviside function is
1 0
H(z) = { T >

0 =<0

J ([ @)~ tauto))

Then we can write

12
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Where the Heaviside function can now be expressed as a characteristic function

[ [ o @ine= [ ntie: >0

If we take ¢ to be an increasing, C! function, where ¢(0) = 0, then we can verify that

/Mﬂmmmm=/uwmﬂm>ﬂmww

so the integral becomes a Stieltjes intgral with ¢. This follows from Fubini and the realization that

f(x)
¢uu»=A &' (5)ds.

13
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3 Probability

Everything we have said about measure theory can be neatly translated to probability by altering
some key concepts slightly. However, probability starts and analysis ends when we talk about
independence. This notion is the key to understanding the difference.

Our probability space is the measure space (2,3, P), where P(2) = 1. We refer to sets A € ¥
as events, and we say that two events are independent if

P(ANB)=P(A)P(B)
We define a random variable to be a measurable function:
X:Q—=R.

The set €2 can in practice be extremely complicated. However, this map X induces a measure
on the o-algebra:

X: (%, P) > (R,B)

Where some sets are
{weQ: X € (a,b]} = F(b) — F(a).

Then if we want to integrate X, we can write

/ X (w)dP(w) = / wdF

which comes from the fact that we can integrate by parts, since everything is finite.
If we are given two random variables, X, Y, then

X (5, P) = (R,B,p) p = dF
Y:(Q,%P)— (R,B,v)v=dG
IF X and Y are independent, we mean that if we take the measure of two inverse images, then
they are inependent. This means that the joint probability distribution is in fact a product measure.

Since everything is finite, then Fubini holds.
Suppose we want to compute the following probability:

p({w:XH/gt})://I+ _ duds

This becomes
/ F(t — y)dv(y) = / F(t - y)dG(y)

If G is differentiable, then we may prefer to think of this as a convolution:

/F(t —y)G'(y)dy.

Therefore, the distribution function of two independent variables is just a convolution.

14
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3.1 Independent Random Variables

All we need for the codomain of the random varible X is a set and a o algebra. The measure induced
on B by the random variable (measurable function) X is

Flz)=P({we: X(w) <z}).

We could have written from the very beginning that

nx(B) =P ({X"1(B)})
however, we only really need it for intervals. Note the distinction between X and z; X is a function
X(w), and z is a real number.
3.1.1 Inedependent Events
Recall that an event is just an element of the o-algbra. Two events are independent if

P(ANB) = P(A)P(B).

We can say that these A, B are independent if the measures generated by the random variables X, Y
if they are independent. Then

Plw:X(w)eAandY(w) € B) = Plw: X(w) € A)P(w:Y(w) € A).

Then the measure in the z,y plane is a product measure if the measure A on the whole plane is
Bpx X py.

3.2 Law of Large Numbers

There are two ways of stating the law of large numbers.
If we have a sequecne of random variables {X;}7°, which have finite mean and variance, where
the mean is

| xtw)ir) = [adn.

The variance of x is assumed to be finite, where
Var(X) = / X — 7> dP =< co.
Q

This automatically tells us that
/ X?dP < 0

or that X € L?(Q2). Then this means that X is definitely in L!, since everything is finite. This is
the same as saying that if a random variable has a second moment, it has a first moment. Its very
often to use the random variable
Y=X-7

so that the mean of Y is 0.

If we have these, we want to look at there sum. This is nothing more than a sum of functions.
However, beyond convergence theorems, there is not much we can say about this sum. One question
we want to ask is how much does this sum differ from its mean? Then we get that

N
/ZXi—NﬁdP:O
1=1

15
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We should take the X; to be pairwise independent. Then we can change

Therefore these are independent random variables with mean 0. Thus,

/XindP:/XidP/deP:O

but since each mean is 0, this means that X; and X; are orthogonal in some way, with respect to
the L? inner product. Then we can show that

/ X2X,dP = / X2dPintX,dP.

We know that if X; and X, are independent, than any function of the two are independent.
Then consider F(X) and G(Y'). Then

/ F(X)G(Y)dP = / F(2)G(y)dA

// y)dpxdvy
- [rix duX/G Jdju(y)

Now let’s think of the example of flipping a coin. Let’s say that the coin is fair. Then we can
consider X(H) =1 and X(T) = —1. Then this is a function with mean 0. Then after N flips, we
have N independent variables, all with mean 0. These all have a variance. Then all of them will

have the same variance, since
Var(X;) = 0.

Now we want to ask if the following converges:

Or in what sense does F,, — F'7 Recall that the best we can hope for is L* convergence. Since
everything is of finite measure, almost everywhere is equivalent to almost uniform.

Recall that the interpretation of pointwise convergence in a measure-theoretic sense is the same
as saying

B, ={|F, - F| > 6}

limsup B, = ﬁ U By,

n=1k>n

Convergence in measure means p(B,) — 0.

3.2.1 Sum of Independent Random Variables

The sum of N independent random variables with mean 0 is
N
>_Xi
i=1

16
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has variance

/(ZXi>2dP:/(X1+X2+--~+XN)2dP

:/deP+/X§dP+~~+/X%VdP
= No2.

Then because of independence, things do not grow as quickly. In particular,

J(5) 5

as N — oo, this goes to 0. We therefore have convergence in L?, which implies convergence in
measure, via Chebyshev’s inequality.

Theorem 3.2.1 (Weak Law of Large Numbers). Suppose Xi,...,X,, are independent random

variables. Then
1
({1355 1)) o

i=1
Can we change this from weakly going to 0 into goint to 0 almost everywhere? More specifically,
which conditions can we add? Recall that convergence in measure means that

P(B,) =0

and almost everywhere means that

()

n=k
In order to convert the first into the second, recognize that convergence in measure is the same as
a sequence of numbers, b,, going to 0. However, since measure is subadditive, then we can require

that - -
D bp=0 = Y by<oo
n=~k n=1
which fulfills the condition of convergence almost everywhere. This gives us the following lemma:
Lemma 3.2.2 (Borel-Cantelli). If > P(B,) < oo, then
P (hm sup Bn) =0

The inverse is true with the added assumption of independence.

Under the condition that the mean is 0, and the variance is finite, then we got that b, — 0.
We proved this because we gained an N from the variance. Let’s take the integral of the next even
number power:

/(ZX) dP =" X!+ x2x?

:N/Xf+3(N)(N71) </X§)2

17
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Now if we divide our original by N4, we gain an N? in the denominator, which makes this summable.
Now let us formally prove this with Chebyshev. Then Now we have that

1 N
Fy =) X
i=1

then by Chebyshev,
1
P(|Fn|>6) < g/|FN|4dP

and so the above is

C
P(B,) < 512

which is summable. Therefore, we have almost everywhere convergence. Now we can get a rough
set of conditions where we can get the Strong Law of Large nubmers. In reality, the Strong Law can
be proven under a much weaker set of conditions.

For instance, for the weak law, we can do away with the requirement that the variance be finite.
In order to use the L' norm, we can use Chebyshev to conclude that

1
P(Fy) < f/ |Fiy|dP.
& J{z:Fy(z)>a}

If we can get the right hand side to go to zero, then we can prove the weak law. However, this
distinction falls between the difference between L' and L?. In particular, on a set of finite measure,

[11dm < W

The main difference only occurs for large values, or rather in how they approach infinity. Thus, we
can chop our function X; at level K, in order to bound its value. Then

XK —

K2

Since this is a bounded function on a set of finite measure, it is now in L? (in fact, it is in every LP
space). Then we consider the remainder, or what we chopped off:

vE _ 0 [X;|<K
X |IXi > K.

Then we can write

PAY > ah<s [l

K<|Y1|

where we only need to consider Y7 since all are identically distributed. If a function is integrable in
the L' sense, then its integral goes to 0 as K — co. Then we can re-write our function

1 1
Fy =52 XN+ 52 Y =& k.

We can show that
{IFn| > a} C{|&h] > a/2} U{Ink| > o/2}

18
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Where we used the fact that if a + b > ¢, then either a or b must be greater than ¢/2. Then

P ({|Fu] > a}) < P ({l&n] > a}) + P ({lns] > a}).

Since ¢ is L2, the first term goes to 0. Moreover, the right term is independent of n, since it is

bounded by
2

2 wiap
@ JK<|v1]

However, as K gets larger, we can make this arbitrarily small. Therefore for all ¢,
P{|Fn] > a}) <e = P({[Fu] > a}) =0.

If X; are i.i.d. random variables, we have that the central limit theorem tells us that we see a
Gaussian distribution if we zoom our scale out from not 1/n, where we see concentration around
the mean, but 1/4/n.

How can we relate measures to things we know? Suppose f >0, f € L'(u). We define Local L?
convergence to mean

feL,, |f| < oo.
B,.(0)

If we create a measure
() = [ s
A

this is a new measure on (R%, B, v). If this is the case, we write

dv

a7

w

This has the important quality that of u(E) = 0, then v(E) = 0.

Definition 3.2.1 (Absolute Continuity). Let u, v be measures. Then we say that v is absolutely
continuous with respect to p if
wE)=0=v(E)=0.

This is denoted by
v U

This statement is equivalent to Ve > 0, 3 such that if
wE)<d=v(F)<e.

Theorem 3.2.3. Let f € L*(u). Then Ve > 0, 36 such that if u(E) < 4, then

/E\fl du < e.

Proof. We can prove this using the technique of truncating the function at large values, and inter-
secting the domain with a ball. Therefore, the error we make in both directions is small. O

We can then immediately conclude that if v can be expressed as the integral of some integrable
function f with respect to u, then v < p.
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3.3 Fundamental Theorem of Calculus

Recall from a first calculus course the following fundamental theorem:

Theorem 3.3.1 (Fundamental Theorem of Calculus). Let F € C* and f € CY. Then
(1)

(2)

The proof is not hard for f € CY and F' € C', which can be proved by calculus methods. The
question is, is this still true for worse functions?
Let G(z) be equal to f; f(t)dt . Tt is easy to show that G is continuous, since

|G(z) = G(zo)| =

I f(t)dt‘ </ ot < e

0

for sufficiently small |xo — x|. Therefore, this is a continuous function in x, as long as f € L', which
follows from theorem [THEOREM].

We might ask if G is differentiable, which is the same as asking if we can differentiate an integral.
The answer is yes, almost everywhere. Then we have the two questions:

(1) Which functions can we differentiate almost everywhere a.e.?

(2) Whic functions are the integral of their derivative?

The latter point is often taken for granted, but not necessarily true. When we exclude sets of measure
0; consider the familiar Heaviside function, whose derivative is 0 almost everywhere. Worse still, the
Cantor-Lebesgue function is monotone between 0 and 1, but its derivative is 0 almost everywhere.

We proved functions which are integrals are continuous. They are also absolutely continuous,
like the measure. If F' is monotone (Bounded Variation), then F is differentiable almost everywhere.
Moreover, we will prove that if f € L', then

= " pdt = ().

Lastly, if f is absolutely continuous, then
/ F'(t)dt = F(z) — F(a).

3.4 The Radon-Nikodym Theorem

We learned that if f € L'(du), and f > 0, then we know that the following defines a measure on
the set E:

W) = | fduta)
A
which is a measure, since it is countably additive by the monotone convergence theorem. If we get

rid of the positivity requirement for f, then we still have a measure which satisfies v(&) = 0 and is
countably additive.
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Definition 3.4.1. A signed measure is a measure p such that
1. w(@)=0
2. p is countably additive.

In this section, we want to explore the question: given a measure p belonging to (R, B, i), when
can we write that

b
ul(at) = [ fa)dma)?
Example. Let the measure p be the dirac measure,
1 0€A
A) = .
1(A) {0 0¢A

If this were true, we could use the dominated convergence theorem to show that

0= (x)dx = lim fedr =1
{0} "0 By (0)

which is a contradiction.

Now for the sake of argument, assume that

V(E) = /E fdp.

We can say a few things about this; in particular, we observe that this implies that u(4) = 0 =
v(A) = 0. This is the same as absolute continuity. We see tha this condition can help avoid a
situation as in above. Surprisingly, this turns out to be the only condition we need. If this condition
is true, we can write v as an integral.

Before we can show the Radon-Nikodym theorem, we must understand how to differentiate. We
take the difference of two functions over a distance, and send the distance to 0. This may no longer
be positive, hence the introduction of a signed measure.

If f € L', it means that
[in=[r+[r <

Thus we can do this for every L! function. If y is a signed measure, can we do something like
po=pt =

ut is positive on every subset of our space, and pu~ is also positive on every subset of the space.
Such a splitting may not be unique, but they differ on a set of measure 0.
Let u be a signed measure which we wish to split. Keep in mind the following picture. Then

Definition 3.4.2 (Total Positivity). A set A is totally positive if
n(B) =0
forall B C A.

Given a set A, and pu(A) > 0, then does A have a totally positive subset? The answer is yes, we
can do this iteratively. Suppose A has a negative set. We can take

B HE) <0
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which must be less than 0. Then we know that 3F; such that
(E)<1'f'f (E)
() < 5 jaf nt
if we have a sequence u(F,) — inf. E] may not be a totally negative set. All we know is that

p(AN\ Er) > p(A).

Now check if A\ E; has a negative subset. If not, we’re done. If so, we can take a set Eo such that

[ .
w(Eq) < 3 EC121<E1 inf p(E).

We know that the measure of A\ UE, is increasing. For simplicity, if p(A) is finite. Then we
assume that

sup [u(B)| < ox.
BeB

Because of the finiteness,
Z ln(En)| < 0.
This tells us that |u(E,,)| — 0. Therefore,

1
E = inf E
P(Eny1) < QEE;{{UE”#( )

where E is what makes the measure negative. Then since the E, goes to 0, we know that the
quantity on the right must be greater than or equal to 0. Therefore,

U

n=1

Then we let the positive part of a space X as

Xt = UAa.

We can repeat the similar processes for X —. Now we have two positive measures, defined on different
sets:

u(A) = p*(A) = u=(4).

Since these are disjointly supported, we can write u* L p~. That is,

suppp™ N suppp™ = Z

where u(Z) = 0.

3.4.1 The Theorem
Theorem 3.4.1. If v < pu, then there exists a function f > 0 such that

V(E):/Efdu.

Proof. We proved the converse before. Now suppose that v < p. O
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If we want to find an f, we know that f must satisfy the following:

/A fdu < v(A).

Now consider all positive functions f such that

/A fdu < v(A).

We have equality when we consider

sup{/xfdu:f>07 /Afdu<u(A>}-

We aim to get equality from the monotone convergence theorem. Let this supremum be denoted
by I*, which is a number. We can find a sequence f, such that f fn — I*. Since f, > 0, we can
modify it to be monotone by a slight change:

gn(x) = max(fl(m)a fZ(x)’ A fn(x))

Then g, converges by the monotone convergence theorem, and f, converges by the dominated
convergence theorem. Therefore,

[ f@dut) = 17 < v(x),

Now consider
v(A) = [ = enta)
Since we are taking the difference of two measures, we have a signed measure. Now this signed

measure cannot have a positive set. This will prove the theorem.
Assume Y+ C X which is totally positive. If A C Y+, then

v(A) — /A fdp —en(4) > 0.

However, if we consider the function f + ex4, then this will be part of the functions we try to
maximize over. Then the only way we can have

v(A) > /Af‘f'EXA

is if u(A) = 0 = v(A) = 0 by absolute continuity. Therefore, there is only a negative part to the
above measure. Then we get that

o) = [ fdn=cnd) <0

which means

0 < v(d)— /A fdu < en(A) < c=

where the left side comes from the fact that I* < v(A). Therefore, we can let £ be arbitrarily small,
which proves that

V(A) = /A Fdp.
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3.5 Derivatives

In the last section, we encountered the concept of the Radon-Nikodym derivative. If v < pu, then
there exists and f € L'(du) where

y(A)z/Aduz/fodﬂ

dv
a7
I
Suppose we have a finite measure on the real line. For every finite measure, we can automatically
assign a function, given by

where we can write

F(z) = p((—o0,2))

which is monotone, finite, right continuous. The measure p of a set A is

n(A) = /xAdu= /XAdF

where “dF” is not a derivative, but denotes integration with respect to a measure. Thus du and dF
are the same from this point of view. The aim of the Radon-Nikodym theorem is that any function
F can be written as the sum of 3 functions:

F=F,,+J+g
where

(1) f is absolutely continuous, which will give us a measure which is absolutely continuous with
respect to the Lebesgue measure. In particular, if F' is absolutely continuous, the next two
terms are not present, which is what we have from Radon-Nikodym.

(2) J is a jump function, which accounts for the discontinuities
(3) g is a function which is continuous but whose derivative is 0 almost everywhere.

The function g is very strange, and such a function would be the Cantor-Lebesgue function, for
example.

We want to know when our F' satisfies the fundamental theorem of calculus. Suppose we are
given a function f € L'. Then the following is pointwise differentiable almost everywhere, then we

" ([ o) = 167w

We can understand a general proof. We have to show that

x+h
% / F)dt — f(z).

This is true if f is continuous; however, if f is not continuous, then we do not know if the limit
exists. However, we know that the supremum over all h always exists. Then

Definition 3.5.1 (Maximal Function). The mazimal function in R? is defined as

M) =5 g ;(x)) /B Wy

Where B, (z) is the d-dimensional open ball centered around x
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We can transform the above into

i ™ fwyae = | i (x . t) Ftyt

Which you should recognize as a convolution with the characteristic function [—1,0]. The limit
of the convolution with a compactly supported function is always f(z), since in the limit

lim [ ng(n(z —y))f(y)dy = f(x)

n—oo

or approximate identity, when [ ¢ =1 and supp ¢ is compact. Therefore, we have that

x+h
lim ft)ydt = f(x)
h—0 /.,
in the L' sense. If something converges in L', it converges in measure. Then we know that conver-
gence in measure implies a subsequence where we have almost-everywhere convergence.

Theorem 3.5.1. There exists a subsequence h,, — 0 such that

x+h,
hi / FO)dt = f(z) ace.

However, we would like this to be independent of the subsequence we choose. This is where we
can use the concept of the so-called “maximal function.”

What does this function look like? It can be thought of describing the local behavior in terms
of large x. Moreover,

m({x: M(f) > a}) < —||fl

olo

3.6 Covering Lemmae

Take a collection of infinitely many closed balls in R?, 0 < R < oo. Then the claim is that we will
be able to find disjoint balls B,, such that

1
> Vol(B,) > 2

Let supg R = M, and group all balls together such that M/2 < R < M. Then take the
maximum number of such balls that do not intersect one another. Then any other ball in the group
M/2 < R < M which is not selected must touch at least one of the balls. If we multiply its radius
by 5, it will encompass the ball in the group which it touches.

Next, consider balls whose radii are M/4 < R < M/2. Then we now have disjoint balls such
that

8

Bi €| JBa
1 «

i

And so after we have blown the balls up,

-

5B;

V)

U B
Then we have that

Jr.

(o] o0 1
> [5Bi| > = Vol(B;) > =3 Vol (U Ba> :
i=1 @ i=1 P
Now we have found F C U,B,, and we took a fractional bite out of our set. Now under which
codnitions can we repeat this? Let K be very large so that £ C UXB;. Then we can make a fine

cover [Define]
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3.7 Differentiation
4/5 We showed that if f € L, then
xr
Fo) = [ s
0
is well-defined and an absolutely continuous function. Moreover, we proved that

z+h
2 rwd s @)

almost everywhere.
Now, we want to ask which types of functions can be differnetiated, or for which functions does

lim F(zx+h)— F(x)
h—0 h

exist? It will turn out that if F' is monotone, then this limit exists almost everywhere. The first
thing we can consider for such a function F' is the lim sup and lim inf. It makes a difference if h is
positive or negative. Therefore,

[PROVE]

However, just because a function is differentiable almost everywhere, doesn’t mean that the
fundamental theorem of calculus applies. Again, consider the Heaviside function. What is true,
however, that

/bF’(x)dx < F(b) — F(a).

This can be proven by Fatou’s lemma.

When is the fundamental theorem satisfied? We have that F' is monotone, and F'(X) = f(z) > 0
a.e. Then we have that this integral is bounded on [a, b] since it is less than or equal to F(b) — F(a).
Then

/ * f(t)dt = C(a)

is differentiable almost everywhere from our maximal function. G’'(z) = F’(z), except G has absolute
continuity, which F' does not have.

Theorem 3.7.1. If F is absolutely continuous (or of bounded variation), then

Flz) - F(a) = /mf(t)dt

If we take p to be Lebesgue, then we have that
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4 The Fourier Transform

4/5
In this section, we will define the Fourier transform and understand its basic qualities, as well as
how it relates to the concept of measure.

Definition 4.0.1 (Fourier Transform of a function). Let f € L'(R). Then we define Fourier
Transform of f, denoted F(f), to be
FONE) = [ ) da. (1)

It should be clear that this integral exists, since the norm of e**¢ is always 1. Therefore, such
a concept is well-defined if f € L*(R). Moreover, it is continuous in £, since we can dominate this
integral by the DCT:

Lemma 4.0.1. The Fourier transform of an L' function f is continuous in &.

Proof. Let (§),, be a sequence converging to £*. Foremost,

[le=t@] de = [le¢[ 1)) do = [ 17(a)] do < oc

since |e™™¢| = 1, and f € L'(R). Then, due to the dominated convergence theorem, we can
exchange the limit and the integral.

lim F(f)(&) = 1l “ibe f(2) d
Jim F(f)(&n) = Jim [ em f(z) do

= [ lim e ®&n d
/ Jim e f(2) da

- /e*img*f(x) dz
= F(N)E).

Moreover, it should be verified by the Riemann-Lebesgue lemma that
F(f)(€) = 0as & — oo

Such a proof is more trivial if f is differentiable, and f’ € L'(R).

We will consider the following argument by Littlewood’s principles. Let f be approximately
a smooth, compactly-supported function. That is, f is “almost” ¢ € C§°(R)) in the sense that
If — &l <e. Then

[ - ot aa
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